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ABSTRACT 

The intent of this study was to investigate the feasibility of implementing machine learning model 

for automatically predicting students particularly ICT 1110, who are at risk of failing ICT 1110.  

Performance predictions as highly important as it is could be very cumbersome as an educator has 

to analyze large sums of data in order to identify performance especially those at risk of failing so 

they can administer appropriate correction mechanisms.  Over the past 2 years the University of 

Zambia recorded a high poor performance of students in the ICT 1110 course. There could be 

many reasons associated with their poor learning outcomes associated with their poor learning 

outcomes which could be associated to workloads, attendance, lack of resources just name a few. 

In an attempt to solve this problem, this study presents a performance prediction software that will 

involve the use of data mining and machine learning in order to train data, associated with student’s 

academic performance that will be able to predict students who are at risk of failing ICT 1110.  

The discoveries of the study will benefit the educator as it will predict those students who at risk 

of failing so that the educators can appropriately execute correction mechanisms to help the 

students at risk.  The research carried out was both quantitative and qualitative.  The study targeted 

a sample size of 60 students (total number of participants) which comprised of the ICT 1110 

lecturer, tutor and students. Online interviews and questionnaires were employed to collect data 

via Google Meet and Google Forms concerning the factors that could possibly be related to student 

academic performance. The quantitative data was analyzed using Microsoft excel.  The results 

showed a number of factors that could be associated with student performance outcomes which 

include student interest, mode of teaching, prior knowledge, motivation, support structures, time 

management, workload, guidance attendance, program minors, participation in course activities 

and engagement with the course activities.  Factors used outside the elicitation process included 

gender, institutional aid and tuition support.   After analyzing the factors to determine the data 

sources associated with for the factors, it was concluded that student interest, workload, 

engagement, minors, gender, institutional aid and tuition support would be used as machine 

learning input features for the model in order for the model to make predictions.  In conclusion, 

the factors analyzed were seen to be effective potential features for the model to identify at risk 

students accurately in order for educators to render corrective measures to these struggling 

students. 
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CHAPTER ONE 

1. INTRODUCTION 

Learning outcomes are one of the most important aspects in every level of education as the 

primary focus is on what the student has achieved than a mere focus on what has been taught. 

(Kennedy, 2007).  As it serves as a grading metric for not only students but for educational 

institutions as well, learning outcomes, according to Adam (2004), can be referred to as a 

written statement of what the student is expected to be able to accomplish at the end of a course 

unit. Learning outcomes are essentially vital in that they, like a GPS, guide learners to desired 

performance results and they also give a clear idea of what can be achieved by undertaking a 

particular course.  To educators, learning outcomes help in giving precise ideas on how to teach 

various lessons and also placing strategic measures in how guide both the lesson and the learner 

in order for students to achieve academic excellence. (Mahajan & Singh, 2017) 

In guiding students to academic excellence, it is important for educators to consider the 

progress towards successful learning outcomes by early predicting the performance outcomes 

of their students.  The prediction of student academic performance draws considerable 

attention to most learning institutions as it allows educators to identify students at risk of failing 

as well as those who are attaining academic excellence.  Student performance in higher 

education facilities, like The University of Zambia, is researched extensively to curb academic 

underachievement, university dropout rates, graduation delays and many other academic 

challenges. (Namoun and Alshanqiti, 2021) 

With the rise of technology in various sectors of society, more especially in the education 

sector, the prediction of student academic performance has been made digitally possible with 

the use of various machine learning techniques and applications.  These techniques allow 

educators of learning institutions to tackle issues based around student attrition.  This is done 

by primarily identifying at risk students in a timely manner so as to execute assistive 

measurements. (Fahd, Miah and Ahmed, 2021) 

The intent of this research study was to investigate the feasibility of implementing a machine 

learning model for automatically predicting students at risk of failing, particularly, ICT 1110 

at The University of Zambia.  The research further accessed some potential factors that would 
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affect the ICT 1110 students’ performance outcomes and with these factors fostered the making 

a classification model that would predict struggling students timely enough for educators to 

execute appropriate and effective correction mechanisms. 

1.1 BACKGROUND OF STUDY 

Student success resulting from excellent academic performance is imperative to higher 

learning institutions including The University of Zambia as it serves as a grading metric not 

only for students but also for the performance of the institution.  It is also essential in assessing 

the quality of the educational institutions.  However, at the University of Zambia, recorded a 

low academic performance among a number of students over the past two years.  This drop of 

academic performance could be due to many factors which would be associated to student 

demographics, welfare and learning environment.  The traditional or rather manual way of 

educators figuring out at risk students and why they are at risk may tend to be time consuming 

which in turn may not allow correction mechanisms to be executed on time.  Furthermore, it 

may allow educators to focus on certain factors while leaving out other vital factors that may 

affect student performance outcomes and thus incorrect predictions may occur as a result. 

(Alyahyan and Düştegör, 2020) 

1.2 PROBLEM STATEMENT 

Over the past two years, the School of Education at The University of Zambia has recorded a 

high poor academic performance of students in the ICT 1110 course.  There could be many 

reasons as to why the performance rate has drastically dropped and reasons could be no less 

related to certain academic markers that can foretell student learning outcomes such as class 

attendance, workload, less course content interactions, unfamiliarity with computer software, 

demographics, educational backgrounds and educator-student interactions. 

 

 

 

 

 



9 
 

1.3 STUDY OBJECTIVES 

1.3.1 General Objective 

To investigate the feasibility of implementing machine learning models for automatically 

predicting students at risk of failing. 

 

1.3.2 Specific Objectives  

1. To identify input features that are correlated with ICT 1110 students. 

2. To implement classification models for predicting students at risk of failing ICT 1110. 

3. To implement appropriate APIs and user interfaces for interacting with the classification 

models for predicting students at risk of failing ICT 1110. 

1.3.3 Research Questions 

1. What features are correlated with student performance in ICT 1110? 

2. Is it feasible to implement a classification model for predicting students at risk of failing 

ICT 1110? 

3. How should useful and usable classification models for predicting students at risk of failing 

ICT 1110 be deployed? 

 

1.4 RATIONALE OF THE STUDY 

The purpose of the study was to investigate the feasibility of implementing machine learning 

models for automatically predicting students at risk of failing, particularly ICT 1110.  The 

results of this study will further allow The University of Zambia educators, especially those 

instructing the ICT 1110 course to focus on potential factors that could affect student academic 

performance outcomes in order to executive appropriate and effective correction mechanisms.  

Furthermore, it will allow for the use of a classification model for predicting students at risk 

of failing ICT 1110.  Also, the project model will provide a user friendly interface in order for 

the educators to easily identify at risk students with less time and effort. 

 

 

 



10 
 

1.5 ETHICAL CONSIDERATIONS 

While conducting the research, measures were undertaken to ensure compliance with ethical 

issues which included not forcing the respondents to answer the questions.  Measures were 

also taken to ensure that the identities of the respondents are kept confidential. In addition, the 

respondent’s responses were neither interfered nor contested by the researchers. Furthermore, 

informed consent was obtained from respondents. The researchers also communicated to the 

participants before involving them in the study.  Moreover, the researchers also openly 

informed the respondents that they had the right to withdraw and the effect of their withdrawal 

in the study would be explained. Additionally, all respondents were assured of the benefits 

which would be obtained from the findings of the study. The respondents received equal 

treatment by the researchers. 
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                                                               CHAPTER TWO 

2 RELATED WORK/BACKGROUND 

There are a number of available research projects that have taken into account prediction of 

academic performance outcomes with the usage of datamining and machine learning and their 

general results have been to identify potentially at risk students and general performance outcomes. 

This section provides related literature on predicting student performance outcomes and identifies 

certain gaps and exclusions within the existing literature reviewed. 

Prior works in relation prediction of student performance outcomes have used different types of 

models and machine learning techniques and algorithms for different datasets with various 

attributes. Dorina et al (2015) proposed a predictive model for student’s performance by 

classifying students into binary class (successful / unsuccessful). The proposed model was 

constructed under the CRISP-DM (Cross Industry Standard Process for Data Mining) research 

approach. Different classification algorithms were applied on the given dataset. The results show 

that the highest accuracy was achieved by the MLP (Multilayer Perceptron) model for 

identification of successful students while other three models perform better for the identification 

of unsuccessful students. However, the model was unable to work out for data high dimensionality 

and class balancing problems. 

Hasan et al (2020) aimed to predict student’s overall performance with the use of Video Learning 

Analytics (VLA) and Data Mining Techniques.  The article further elucidates that institutions of 

learning have adopted the used of flipped classrooms or classrooms done through the internet. 

Also, Learning Management Systems (LMS) and Video Streaming Servers have been essentially 

useful in disseminating academic content. Through the use of Learning Analytics such as e-Dify, 

the institutions can keep track of student’s video interactions thus providing student information 

useful to the educators.  However, the article points out that less work has been done to combine 

both Video Learning Analytics and Educational Data Mining Techniques to predict student 

academic performance and this is the breach the article has undertaken to seal up.  The study 

proposed a supervised data classification model with the aim of predicting the academic 

performance of students at the end of the semester.  The dataset comprised of student academic 
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data gathered from Student Information System (SIS) and the performance of two modules, 

selected for the study, using two different learning environment which were Moodle (LMS) and 

e-Dify (VLA).  With the various other tools that were used in this study, the model could predict 

students at risk of failure and overall student performance. 

According to John et al (2016) in order to predict academic failure or drop outs they used a decision 

tree structure that follows a sequential path and has nodes to help make logical decision. The 

branches of a decision tree are used to help make logical decision. The branches of a decision tree 

are used to identify the students who are academically weak and need remedial classes or any other 

help in order to keep them from failing or dropping a year. 

Osmanbegovic and Suliic (2015) proposed a model to predict student academic success in a course 

by reducing data dimensionality problem. Various machine learning classifiers such as Naïve 

Bayes, MLP and j48 were evaluated in this study. The result shows that the Naïve Bayes gained 

the highest accuracy in its prediction. However, the proposed model although did not handle the 

class imbalance problem. 

Bilal et al (2016) presented a student failure prediction model which identified the students that 

might be at-risk of performing poorly. Four output classes (Average, Risk, below Average and 

Above Average) were generated by the proposed model based on the CGPA of the students. Six 

classifiers were applied on the given dataset and The ID3 got the highest accuracy at predicting at-

risk students but the model was unable to work out for course imbalance problem. 

Shaymaa et al (2014) proposed to predict the student academic performance by giving a student to 

write their comment on the space provided after each lesson then extracting words and speech 

frequencies and use the LSA technique to reduce the dimensions of a matrix and obtain the most 

significant vectors. Finally, the researcher concluded that this study expressed the correlation 

between self-evaluation descriptive sentence written by students and their academic performance 

by predicting their grade. 

In conclusion of this section, the reviewed works share some commonalities in that their ultimate 

goal is to predict student academic performance outcomes be it poor or successful performance.  

However, there are some gaps that the reviewed works did not address. The works focused much 

on academic features such as marks and left out some other important features such as course 
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workload, minor courses, course engagement, demographics etc. Also the reviewed works did not 

show how one would interact with the model after completion.  

The reviewed literature also showed how the use of various datasets and modelling techniques that 

use data mining and machine learning can predict at risk students and overall student performance 

thus giving our study very useful anticipations and insights on the data preparation stages and the 

performance of various machine learning techniques that was considered in order to build a 

predictive model.  
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CHAPTER THREE 

3 METHODOLOGY 

3.1 Introduction  

 

This chapter describes the research design, target population, sample population, research 

instruments and data collection procedures and data analysis. 

This chapter outlined and described research methods and techniques that were used in conducting 

this research. It will start by explaining the area of study, research design and data collection 

instruments. Population and sample size and technique considered in this study will be explained 

as well. The methods of data collection, data analysis tools which were used to analyze data are 

explained, limitations encountered during the study, issue of data validity and reliability as well as 

ethical consideration will be covered. 

3.2 Research design and approach  

According to Omari (2011), research design refers to a distinct plan on how a research problem 

will be attacked. Creswell, (2003) and Kerlinger (1978) defined research design as the plan, 

structure and strategy of investigation conceived so as to obtain answers to research questions and 

control variance.  In this study the researchers applied a survey research design where the 

researchers employed cross-sectional survey. Cross-sectional survey is done where a researcher 

uses different categories of people. However, the study applied both quantitative and qualitative 

research approaches. Quantitative approach helped to quantify the problem by way of generating 

numerical data or data from the field and transform them into useable statistics. Qualitative 

approach helped to study attitudes, opinions, behaviors, and other defined variables of the 

population.  

3.3 Sample population  

According to Kerlinger (1978) a sample can be defined as a group or subset of the total populations 

selected for observation and analysis. The researchers identified and selected respondents that 

fulfilled or justified the questions the research addressed. The following was the sample which was 

selected and interviewed; 1 ICT 1110 lecturer and 1 ICT 1110 tutor. In addition, an online 

questionnaire was distributed to 60 students via their student email and WhatsApp. 
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3.4 Sampling procedures  

The study used two types of sampling procedures which are convenience and purposive sampling 

methods. Convenience sampling is a sampling method where the sample is taken from a group of 

people who are easy to contact or to reach while purposive sampling means that respondents are 

chosen on the basis of their knowledge of the information desired. Moreover, convenience 

sampling was used in choosing sample units from the entire population of students. Purposive 

sampling was also used in choosing lecturers and tutors as they were concerned with monitoring 

the performance of ICT 1110 students. Through convenience sampling process 60 students were 

selected and through purposive sampling 1 lecturer and 1 tutor were selected (Kothari, 2004). 

3.5 Data collection instruments  

Research instruments included the following as recommended by Ballantine and Hammck (2009); 

questionnaires and interviews. Questionnaires were used on ICT 1110 students. Interviews were 

used on selected course lecturer and course tutor. This was both a quantitative and qualitative 

research. Online questionnaires were used to collect data through the use of Google Forms 

concerning the factors that affect students in their performance in ICT 1110.  A questionnaire was 

used to collect primary data among ICT 1110 students. Closed and Likert-scale questions were 

used because they generated a limited set of responses. A questionnaire was chosen because of the 

nature of this study so as to get views of the respondents. Respondents replied to them on their 

own free will without any influence from another person; they were easy to be self-administered 

within a short time and from the relatively larger groups of people who were scattered 

geographically. Moreover, its results could easily be tabulated and interpreted. Interviews. This 

study employed structured interview. Structured interviews can be conducted face to face, online 

or over the telephone, sometimes with the aid of lap-top computers. But in this study, it was 

conducted online via Google meet. The researchers provided the respondents with pre-set 

questions and let them respond on the asked questions by the researchers.  

3.6 Validity and reliability of the study instruments  

To establish validity of the instruments applied, the researchers conducted a pilot study prior to 

the actual data collection. The instruments were tested by providing it to group members. The 

instruments were presented to the supervisor for further comments and improvement hence all 

necessary adjustments were made for items which were found unsuitable were removed. To ensure 

reliability of the collected information, some of the items in questionnaire and interviews were 
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asked more than one time to the respondents to see if there is consistency in responses from the 

respondents. 

  

3.7 Data analysis procedures  

According to Kothari (2004), data analysis is a process of editing, coding, classification and 

tabulation of collected data. The process involves operations which are performed with the purpose 

of summarizing and organizing the collected data from the field. Since the study involved both 

qualitative and quantitative data, the data analysis process was done in two ways.  

First the researchers applied Microsoft excel for quantitative data. This is the software which is 

used to analyze information that is quantitative in nature. In this study, data collected using 

questionnaire was analyze using Microsoft excel software. The process involved coding of data, 

sorting and conclusion was drawn. 

Secondly, the qualitative data obtained using interviews was analyzed by considering major 

themes to extract relevant information. This helped the researcher to make description of the data 

collected from the field basing on research objectives and derived conclusion on what to take 

regarding its usefulness. 

3.8 Ethical consideration  

To obtain population of study, data collection and dissemination of the findings, the researchers 

were sensitive to research ethics and its values. This helped to ensure that good image of research 

enterprise in the world was maintained (Omari, 2011). The researchers ensured the freedom of 

participants by adhering to the principal of informed concerned. This principal required the 

researcher to ensure that participants were aware of the purpose of the study so as to get their 

concern and participate freely. The statement of the research purpose, description of any potential 

risks or discomforts, description of potential benefits and the description of confidentiality were 

assured to the respondents. The researchers assured them not to reveal their identity to anyone 

other. These findings were stored in such a way that it will be accessible only for the research 

purpose so as to maintain privacy or confidentiality and anonymity of the respondents in the 

researchers’ personal computers with passwords. 
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CHAPTER FOUR 

4 REQUIREMENT ENGINEERING                             

A requirement is a singular documented need, what a particular product or service should be or 

how it should perform. It is a statement that identifies a necessary attribute, capability, 

characteristic, or quality of a system in order for it to have utility or value to a user. Requirement 

engineering is the discipline concerned with establishing and managing requirements, (Shaw, M. 

1990). It is a process of gathering and defining the services provided by the system. Requirement 

engineering consists of the following main activities; Elicitation, Specification, Verification and 

Validation.  

4.1 Requirement Elicitation  

Requirement elicitation is related to the various ways used to gain knowledge about the project 

domain and requirements. During elicitation the project team aimed at understanding the project 

vision and constraints, the context that the product will be deployed into, and the stakeholders that 

will need to accept the product (Hickey and Davis 2004, Zowghi and Coulin 2005). Such 

requirements elicitation results in an overview of users, external systems, and other stakeholder 

viewpoints and a description of their respective background, interests, and expectations.  

The various sources of domain knowledge which were used for our project include ICT 1110 

students, tutor and lecturer. The Course Register (Workload) datasets, report demographics 

datasets and Moodle logs (ICT) of the students who happens to be the main stakeholders were 

fetched from UNZA SIS and UNZA Moodle. The elicitation techniques that were used for 

requirements elicitation include interviews with the lecturers and tutors and online questionnaire 

with the ICT 1110 students. Thirty (30) students responded to the questionnaire which were shared 

online. Elicitation didn’t produce the formal models of the requirements understood. Instead, it 

widened the domain knowledge of our analysis and thus it helped in providing input to the next 

stage. Prototyping is the type of system analysis that was used. This is a paper or tool-based 

approximation of the end-systems to increase the tangibility and authenticity of the planned system 

(Rettig, 1994). 
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4.2 Requirement Specification 

This activity was used to produce the formal software requirement models. All the requirements 

including the functional as well as the non-functional requirements. Functional requirements refer 

to the services that the system should provide, how the system reacted to the particular inputs and 

how the system behaved in particular situations (Zowghi and Coulin, 2005). 

 The inputs which were used include the following minor course, number of courses, number of 

times the student interact with Moodle as well as accommodation status of the student. The model 

enabled the instructor for ICT 1110 to know students who are at risking of failing ICT 1110 and 

also those not at risk of failing by just entering the student’s computer number and the results were 

brought showing whether he/she is at risk of failing. The context diagram below shows how the 

system or model responded to the users of the system. 

 

Figure 1 above shows the context diagram 

 

4.3 Requirement Verification and Validation  

Verification refers to the set of tasks that ensures that the software correctly implements a specific 

function. Validation refers to a different set of tasks that ensures that the software that has been 

developed or built is traceable to the stakeholder’s requirements, (Cheng, B. and J. Atlee 2007).  

In instances where requirements where not validated with our software, errors in the requirement 

definitions propagated to the successive stages which resulted in a lot of modification and rework 

with the software so as to meet the stakeholder’s requirements who are the students of ICT 1110, 

lecturer and tutor. The main steps that were used for this process to be achievable include:  
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 The requirement should be consistent with all the other requirements. 

 The requirement should be complete in every sense, 

 The requirement should be practically achievable and for this reviews, buddy checks were 

some of the methods used for this.  
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4.4 DESIGN AND IMPLEMENTATION 

This section defines the design structure and implementation of the project software.  It specifies 

the architectural design of the software, taking into accounts its structure, components and the 

relationship and interaction between its components.  Also, this section defines the software’s 

interface design for interactions of and with the system. 

4.4.1 Architectural design 

The software is a web based application that consists of a Machine Learning prediction algorithms 

which take in various data attributes associated with student performance for its training input to 

produce a predictive output on student learning outcomes.  The model will then take in new input 

data and produce a prediction on whether or not a student will pass or fail the course of ICT 1110. 

4.4.2 Interface Design  

The model is hosted on a web with a general user interface that includes elements such as input 

control that takes into account text fields, data fields and buttons. Navigational components such 

as tags, icons and other components for easy navigation through the software, Information 

components like message boxes and Containers.   This will enable the user to interact with the 

model on any operating system. Hypertext transfer protocol is used to enable communication 

between system interfaces and interfaces with the user. 

The ICT 1110 student performance predictor was implemented using the cross industry standard 

process for data mining (Crisp DM Model). It has 6 phases: 
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Figure 2 above shows the Crisp DM Model 

Business understanding. The first phase was business understanding which involved general and 

specific objectives. The first objective of the analysts was to thoroughly understand, from a 

business perspective, what the stakeholders really wanted to accomplish. Often the stakeholders 

had many competing objectives and constraints that needed to be properly balanced. The analyst’s 

goal was to uncover important factors at the beginning of the project that can influence the final 

outcome. In this study the main objective was to investigate the feasibility of implementing 

machine learning models for automatically predicting students at risk of failing 

On the other hand, the specific objectives were to identify input features that are correlated with 

ICT 1110 students. To implement classification models for predicting students at risk of failing 

ICT1110 and to implement appropriate API’s and user interfaces for interacting with the 

classification models for predicting students at risk of failing ICT1110. 



22 
 

The research questions for this project output background collates the information that is known 

about the organization’s business situation at the start of the project. These details not only serve 

to more closely identify the business goals that were solved, but also serve to identify resources, 

both human and material, that may be used or needed during the course of the project. Activities 

organization, develop organizational charts identifying divisions, departments and project groups. 

The target group for this project were the students, the lecturer and tutor. Therefore, the project 

attempted to answer each of these questions: what features are correlated with student performance 

in ICT 1110?  Is it feasible to implement a classification model for predicting students at risk of 

failing ICT1110?  How should useful and usable classification models for predicting students at 

risk of failing ICT 1110 be deployed? 

The second step was data understanding and its objective was to know what can be expected and 

achieved from the data collected. It checked the quality of the data such as data completeness, 

values distributions, data governance compliance. This was one of the crucial parts of the project 

because it defined how viable and trustworthy the final results are. In this step, team members had 

to brainstorm on how to extract the best value of the pieces of information collected in relation to 

the project (O. Grljević, and Z. Bošnjak 1998). This phase or stage, consisted of the following 

minor stages for it to be successfully done: 

Collect Data: This was basically to acquire the data. The data we wanted had to be collected from 

the stakeholders and the datasets had to be fetched from UNZA Moodle and UNZA SIS. 

Describe data: The project team had to examine the data format, number of rows and columns, 

field identities, and available features. 

Explore data: The project team had to describe the relationship between data, visualize the data, 

and be creative. 

Verify data quality: The project team had to verify the data to ensure that data is of good quality    

by check for the missing values and ensuring that the data collected was appropriate. 

Data understanding is where the project team had to show everything they understood about the 

data and relate it with the business question.  
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Immediately after the project team understood the data, it was time for the data preparation. This 

phase or stage rather involved the extract transform and load or extract load and transform 

processes that turns the pieces of data into something useful by the algorithms and process (Pyle 

D, 1999).   

This phase is what we did to prepare the data for the modeling phase. The phase was made up or 

included the following stages: 

Data Selection: Selecting the dataset, columns, and/or rows we used.  

Data Cleaning: Garbage-in, garbage-out normally happens if you did not clean the data properly. 

This is the task where we made sure the data was right. Cleaning data took a lot of preparation and 

data understanding. 

Feature engineering: Feature engineering proved to be interesting or helpful. This is simply 

because this is where project team members applied creativity when creating new data from 

existing data. 

Data integration: New data set from combining two or more data sets 

Data formatting: Formatting data was performed. For example, when converting the categorical 

value into numerical value or vice versa. 

Data preparation was key to a great modeling process. Likewise, some algorithms perform better 

under certain parameters, some don't accept no-numerical values and others don’t work well with 

a large variance on values. The project team had to be careful to avoid messing up in this phase 

this is because the next phase would not have produced any viable result. That is why this is the 

phase the project team had to focus on the most and describe as much as possible to make the 

project stand out even more. 

4.4.3 Modeling 

In this phase, various modeling techniques were selected and applied, and their parameters were 

calibrated to optimal values. Typically, there are several techniques for the same data mining 

problem type. Some techniques have specific requirements on the form of data. Therefore, going 
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back to the data preparation phase is often necessary. This phase has steps which were undertaken 

and are explained below: 

4.4.4 Select modeling technique 

The first step in modeling, selecting the actual modeling technique that had to be used. This task 

referred to the specific modeling technique logistic regression and decision-tree building. 

 4.4.5 Modeling technique  

The project team used logistic regression and decision tree classifier modeling techniques to build 

the model. 

4.4.6 Modeling assumptions 

The project team discovered that many modeling techniques make specific assumptions about the 

data, for example, all attributes have uniform distributions, no missing values allowed and class 

attributes must be symbolic. 

 4.4.7 Generate test design 

Before the project team actually built the model, the team generated a procedure or mechanism to 

test the model’s quality and validity. For example, in supervised data mining tasks such as 

classification, the project team used error rates as quality measures for data mining models. 

Therefore, the project team typically separated the dataset into train and test sets and built the 

model on the train set, and estimated its quality on the separate test set. 

4.4.8 Test design  

The project team had to divide the data into training (80%) and test data (20%). 

4.4.9 Build model 

Under this step the model tool was able to run on the prepared dataset to create the model. 

Evaluation is the fifth step in order to verify that the results are valid and correct. In case the results 

are wrong, the methodology permitted the review back to the first step, in order to understand why 

the results were mistaken. Usually, on a data science project, the data scientists divided the data 

into training and testing. In this step the testing data was used, its objective was to verify that the 
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model (product of the modeling step) is accurate to reality. Depending on the task and the context, 

there were diverse techniques. For example, in the context of supervised learning, with the task of 

classifying items, one way to verify the results was with the confusion matrix (Agrawal, R. 1999).  

The sixth and last step is Deployment and it consisted of presenting the results in a useful and 

understandable manner, and by achieving this, the project had to achieve its goals. A model is not 

particularly useful unless the customer accesses its results. The model was deployed using flask 

API (Brodley and Smyth, 1995). 
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CHAPTER FIVE 

5 SYSTEM EVALUATION 

System evaluation involves measuring the final system against its initial performance goals.  

5.1 SELECTED MACHINE LEARNING ALGORITHMS 

The following Machine Learning Algorithms were used to in order to test and train the datasets in 

the project model: 

Logistic Regression 

Although similar to Linear Regression, Logistic Regression analyzes the relationship between 

multiple independent variable and a categorical dependent variable. It estimates the probability of 

occurrence of an event by fitting data to a logistic curve. 

Decision Tree 

As one of the widely used techniques in Machine Learning, Decision Tree is a tree based technique 

which any path starting from the root id described by a data separating sequence until finally a 

Boolean result at the leaf node is accomplished. 

5.2 TESTING MACHINE LEARNING ALGORITHMS 

In order to investigate the performance of each of the algorithms being used in the project model, 

a Hold-Out Method test was used in order to measure the performance of the algorithms. The 

procedure splits the data into two parts: the first part is the training set where the proposition is 

trained and the hold-out set and which the performance is measured for validating and testing the 

model. 

To evaluate the performance of the model, a Confusion Matrix, which is used to evaluate the 

performance of a classification model by comparing the actual target values with those predicted 

by the machine learning model were used. The performance measure metrics used were the 

Precision, Recall, F1-Score and Support. These four metrics are defined below as follows: 

Precision 

This measures the proficiency of the classifier and indicates how well the classifiers label 

positive predictions. The formula for the precision is as follows: 
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Precision =            True Positive 

      (True Positive +False Positive)  

 

Recall 

This measures the proficiency of the classifier to predict all the positive instances and indicates 

how many correct positive labels are assigned by the classifier. The formula for the recall is as 

follows: 

Recall=                     True Positive 

      (True Positive +False Negative)  

 

F1Score 

This accuracy measure utilizes a combination of Precision and Recall and it is a harmonic average 

of the two measures where the F1score is between 0 and 1. The formula for the F1score is as 

follows: 

 

        F1Score =      2*        (Precision * Recall) 

      (Precision + Recall)  

Support 

This is the total number of occurrences of each label in the actual values. It is also used to 

measure imbalances in the data set.  

Each feature was measures via the 4 quantities and the results of the accuracy measurements are 

presented in the figures below. 

Table 1 below. Measurement of Model Performance using Logistic Regression 

Features Precision Recall F1Score Support Accuracy 

Interest 1.33 2.37 1.08 32 0.40 

Workload (No. 

of courses) 

1.00 0.84 0.92 32 0.84 

Engagement 1.33 2.37 1.08 32 0.40 

Minor Courses 1.64 1.57 0.58 25 0.80 

Gender 1.90 2.94 1.92 25 0.96 

Tuition Support 3.92 4.00 3.96 32 0.96 

Institutional Aid 1.7 1.67 1.68 25 0.84 

Average 1.83 2.25 1.60 29 0.74 
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An average accuracy of 0.74%, a precision of 1.83, a recall of 2.25, and an F-measure of 1.60 as 

well as the support of 29 have been obtained using decision tree classifier.  

Table 2 below. Measurement of Model Performance using Decision Tree 

Features Precision Recall F1Score Support Accuracy 

Interest 1.83 1.83 1.83 25 0.92 

Workload (No. 

of courses) 

1.66 1.66 1.66 25 0.84 

Engagement 1.83 1.83 1.83 25 0.92 

Minor Courses 0.76 0.96 0.83 32 0.34 

Gender 0.84 1.00 0.92 27 0.84 

Tuition 

Support 

1.77 1.77 1.76 25 0.88 

Institutional 

Aid 

1.00 0.75 0.86 32 0.75 

Average 1.38 1.4 1.38 27.28 0.78 

 

An average accuracy of 0.78, a precision of 1.38, a recall of 1.4, and an F-measure of 1.38 as well 

as the support of 27.28 have been obtained using decision tree classifier. 

 

The confusion matrices of the performance of the model using Logistic Regression and Decision 

Tree Algorithms are shown below. (Note: In the diagrams below, figure 1 seen on the True Label 

and Predicted Label represents pass, while 0 seen on the True Label and Predicted Label 

represents fail)  
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Engagement and Interest based on Moodle Logins 

 

Logistic Regression                                                        Decision Tree 

Figures 3. The above figure shows the confusion matrices for Engagement and Interest 

Workload (No. of courses) 

  

                Logistic Regression                                                          Decision Tree 

Figures 4. The above figure shows the confusion matrices for workload 
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Minor Courses 

 

Logistic Regression                                                     Decision Tree 

Figures 5. The above figure shows the confusion matrices for Minor Courses 

 

Gender  

 
Logistic Regression                                                        Decision Tree 

Figures 6. The above figure shows the confusion matrices for Gender 
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Tuition Support 

 

   Logistic Regression                                               Decision Tree 

Figures 7. The figure above shows the confusion matrices for Tuition Support 

 

Institutional Aid 

  

Logistic Regression                                                   Decision Tree 

Figures 8. The figure above shows the confusion matrices for Institutional Aid 
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CHAPTER SIX 

6 RESULTS  

This section presents the results that were obtained from all the research stakeholders using online 

interviews and questionnaires.  

6.1 RESULTS FROM ICT 1110 STUDENTS RESPONSES 

The questionnaire sought to identify factors that are more likely to be associated with the academic 

performance of the ICT 1110 students and enabled the research team to obtain reliable results. 

The questionnaire was created and distributed online via Google Forms and was limited to the ICT 

1110 students and the results obtained from 30 respondents were used to interpret the following 

responses.  

The responses gathered via the online questionnaire were quantified and presented in Bar Chart 

form in association with a potential factor.  

 

6.1.1 Course Interest 

 

 

Figure 9: Student interest in course content  

Figure 9 shows the number of responses on students’ interest in the course content of ICT 1110. 

The results show that 10 students strongly agreed that interest in the course was associated to 
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academic performance, 10 students agreed, and 5 students were neutral while 3 students disagreed 

that course interest wasn’t associated to the performance in ICT 1110.  

 

 

 

 

 

6.1.2 Mode of Teaching  

 
Figure 10: Mode of teaching in ICT 1110 

Figure 10 indicates the results of student responses in regards to the mode of content delivery being 

associated to academic performance. The results indicate that 5 students strongly agreed and 12 

students agreed that the mode of teaching contributeed to their academic performance while 11 

students were neutral. 
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Figure 11: Assessment structure associated with academic performance 

 

The results shown in figure 11 above indicates that 6 strongly agreed that the assessment structure 

in ICT 1110 affected their academic performance and 5 only agreed while 11 remain neutral and 

4 disagreed while 2 strongly disagreed. 

 

6.1.3 Prior Knowledge 

 

Figure 3: Student prior knowledge in Computer Studies 
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The figure above shows the results of the responses associated to students’ prior knowledge in 

Computer Studies affecting their academic performance.  The results indicate that 5 of the students 

strongly agreed and 11 students agreed while 7 were neutral and 3 disagreed and 2 of the students 

strongly disagreed that prior knowledge in computer studies affects their performance in ICT 1110. 

6.1.4 Support Structures 

 

Figure 12: Owning of a Computer 

The figure 12 above shows the number of students who own a computer.  The results show that 17 

of the students owned a computer while only 12 students did not possess computers.  
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Figure 13: Lack of a computer affecting academic performance 

 

Figure 13 shows the results with regards to academic performance in association with owning a 

computer.  The results show that 9 of the students strongly agreed that lack of computers affected 

students’ academic performance, another 12 agreed while 3 of the students were neutral and 3 

disagreed that support structure does not affect student’s performance. 

 

 

Figure 14: Lack of computational equipment 
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Figure 14 above shows the results of responses of students with regards to lack of computational 

equipment and resources affecting academic performance.  The results thus indicated that 15 of 

the students strongly agreed that lack of computational material affected their academic 

performance and 4 merely agreed while 6 of the students remained neutral and 4 students 

disagreed. 

6.1.5 Student Attendance 

 

Figure 15: Student lecture and tutorial attendance 

 

The figure 15 above shows the results of students who attended lectures and tutorials in ICT 1110.  

The results further indicate that 11 of the students attended lectures and tutorials very frequently 

and 15 attended frequently while 2 attended lectures and tutorials occasionally.  
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6.1.6 Student Motivation 

 

Figure 16: Student motivation in ICT 1110 

The figure 16 above reveals the results of students’ lack of motivation in association to academic 

performance in the ICT 1110 course.  The information from the results show that 9 of the students 

strongly agreed with the suggestion that student motivation played a role in academic performance 

and 15 only agreed while 4 of the students remained neutral. 

6.1.7 Time Management 
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Figure 17: Lack of time management associated with academic performance 

Figure 17 shows the results of students’ responses associated to whether time management affected 

their academic performance or not.  The results indicate that 9 of the students strongly agreed, 15 

of the students agreed while 4 of the students remained neutral. 

 

 

Figure 18: Regularity of study time  

 

The above figure 18 shows the results of how frequently students study the ICT 1110 course.  The 

evidence indicates that only 6 of the students studied the course very frequently while 17 of the 

students studied the course frequently and 6 of the students studied the course occasionally. 
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6.1.8 Minor Courses 

 

Figure 19: Students minor courses associated with academic performance 

Figure 19 above shows results with regards to students’ minor courses in association with their 

academic performance and the results reveal that 5 of the students strongly agreed that minor 

course workload affected their academic performance and 10 agreed while 6 were neutral and 7 

disagreed.  

6.1.9 Student Guidance 

 

Figure 20: Student orientation in ICT 1110 in association to academic performance 
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Figure 20 shows the results of student responses with regards to whether lack of orientation in ICT 

1110 affects their academic performance or not.  The evidence of the results indicates that 6 of the 

students strongly agreed and 10 of the students only agreed while 6 were neutral and the other 6 

disagreed that lack of orientation in ICT 1110 affects their academic performance. 

3.2 RESPONSES FROM THE ICT 1110 LECTURERS AND TUTORS 

The interview sought to acquire the possible factors that could be associated with the academic 

performance of the ICT 1110 students and enabled the research team to obtain reliable results from 

the educators themselves. 

The interview was conducted online via Google Meets and two educators were interviewed being 

1 lecturer and 1 tutor respectively.  

The responses gathered via the online interview were quantified, summarized and presented in 

tabular form. 

3.3 TABLE OF INTERVIEW QUESTIONS AND RESPECTIVE RESPONSES 

Questions Lecturer’s response Tutor’s response 

In Association with Attendance 

In the lecture sessions, be it online 

or face to face interactions, how 

would you describe the class 

attendance?  

‘Overall participation is 

really bad.’ 

‘Mostly almost everyone tried 

by all means to make it.’ 

In Association with Participation 

How active are your students when 

it comes to participation and giving 

back feedback when questions are 

asked in class? 

‘Overall participation is 

really bad.’ 

‘The overall participation was 

average.’  

In Association with Performance 

Outcomes 

Relative to the lecture session you 

conduct and have conducted in ICT 

1110, what could be some of the 

factors that influence the poor 

academic performance of the 

students? 

Workload 

‘There is a correlation 

between the minor 

program that the student 

is pursuing and their 

overall performance.  

It’s a factor that is 

correlated to an 

outcome.’  

Engagement 

‘The students that 

regularly access those 

‘Absenteeism, lack of 

interest’ 
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resources tend to 

perform better.’ 

 

Support Structures  

How would you describe the 

efficiency of the computer labs at 

UNZA? 

 

 ‘In terms of the number of 

computers, the number of 

computers are enough but not 

all of them were working at 

the same time.’ 

Table 1 above shows the responses from the lecturer ad tutor of ICT 1110. 
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CHAPTER SEVEN 

7 DISCUSSIONS 

7.1 FEATURES ASSOCIATED WITH PERFORMANCE PREDICTION 

The findings from the online interviews conducted among the ICT 1110 educators and online 

questionnaires distributed among the ICT 1110 students revealed the following factors that would 

make possible features for the project model:  

 Student Interest  

The results showed that students’ interest in the course content is likely to affect their 

academic performance. Students with less interest in the course content are more likely to 

fail the course than those with more interest. 

 Mode of Teaching 

The results from the questionnaires revealed that the mode of course delivery and 

assessment structure affects the performance outcomes of the students. Familiarity and 

adaptation to lesson delivery and assessment structures was crucial to the students’ 

academic performance.     

 Prior Knowledge 

The results revealed that students’ prior knowledge to any Computer based subject or 

program has an effect on students’ academic performance. 

 Motivation  

The evidence from the results revealed that students’ motivation in the course content 

affects performance outcomes. 

 Support Structures 

The results indicated that inadequate support structures such as computer labs, equipment, 

resources etc. affect the academic performance outcomes of students. 

 Time Management  

The findings disclosed that lack of time management on the part of the students affects 

their academic performance for instance, the inability to plan ahead and stick to goals 

results in poor efficiency and performance.  

 Course minor  
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The findings showed that minor course among the students has effects on their academic 

performance in that attention is usually skewed to certain courses than others.      

 Guidance 

The results showed that lack of orientation to the overall ICT 1110 course content affects 

the students’ academic performance.  

 Attendance 

The findings revealed that students’ lecture and tutorial attendance affects the students’ 

performance outcomes as that is the place where course content is delivered.  

 Participation 

From the results obtained, student participation in the ICT 1110 course affects students’ 

academic performance as participation in the course content indicates students learning 

progress and understanding. 

 Engagement  

The results revealed that students’ engagement with the course content e.g. accessing 

necessary resources from learning management system platforms like Moodle, looking up 

prescribed readings, accessing repositories for certain information, etc., affects the overall 

performance of students’ academic outcomes. 

The above stated factors are the potential factors that could contribute to the performance outcomes 

of the students.  The factors gathered were closely analyzed in order to source data associated with 

the factors and there after come up with features whose data will be used for the prediction model. 

After analyzing the data and searching for data sources for each factor, it was concluded that the 

feasible factors that would serve as potential features for the project model would be as follows: 

 

 Student Interest 

For this feature, data was drawn from how many times a student would log onto the UNZA 

Moodle learning management system platform. This would indicate whether or not the 

student is interested with the course content and its activities as majority of the resources 

of the course are found on the Moodle. 

 

 Minor Courses 

Though elicited under workload, this feature was obtained from sources provided by the 

ICT 1110 course instructor that takes in to account the minor courses of the students.  As 



45 
 

some minors may contain more academic work than others, this feature could potentially 

affect the performance outcomes of the students. 

 

 Engagement 

In order to use this as a potential feature, the data that was sourced from the UNZA Moodle 

logins would be utilized in order to indicate how much students engaged with the course 

with regards to how many times they accessed resources and performed course activities. 

Other notable features that were used in the project model outside the elicitation process that could 

also potentially affect academic outcomes are as follows: 

 

 Gender 

This demographic feature served as potential factor as prior research reveals a correlation 

between student gender and performance outcomes. The data was sourced from student 

demographic details obtained from UNZA Student Information System (UNZA SIS) by 

the course lecturer. 

 

 Workload (based on total number of courses) 

With this feature, the data was obtained from the course register that the course lecturer 

provided that indicated each students’ total number of courses in an academic year.  As the 

total number of courses differ, the course weight could potentially affect the academic 

performance of the students. 

 

 

 Institutional Aid 

Whether or not a student is accommodated or not could serve as a factor affecting 

performance outcomes as distance and resource availability could be notable factors to 

consider when it comes to accommodation and performance outcomes.  The data from this 

feature was sourced from student demographic details obtained by the lecturer. 

 

 Tuition Support 

Whether or not a student is sponsored either by the government or any other sponsorship 

institution or organization could potentially affect their academic performance as lack of 

monetary resources could affect how a student accesses course information.  The data 

obtained for this feature was sourced from student demographic details obtained from the 

course lecturer. 
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7.2 MODEL IMPLEMENTATION 

The model was implemented as a web based application built using HTML, CSS, JavaScript and 

Python programing languages.  The machine learning algorithm used was logistic regression and 

decision tree classifier. 

The following screenshots show exactly how the model operates in order to predict students who 

are at risk of failing ICT 1110. 

 

User Login 

  

The screenshots above show the user login interface 

Input field for student details 

 

 

The screenshots above show the input field for entering student details 
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Prediction Interface  

 

The screenshots above show the prediction interface that displays the prediction of a student’s 

performance once user clicks the ‘PREDICT RESULTS’ button on the screen. 

Input field for student details 

 

 

The screenshot above shows the input field for entering student details 
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Prediction Interface  

 

The screenshot above shows the prediction interface that displays the prediction of a student’s 

performance once user clicks the ‘PREDICT RESULT’ button on the screen. 
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8 CONCLUSION 

This study was based on identifying factors that contribute to students’ low performance and 

building a model that was able to predict students who are at risk of failing ICT 1110 and require 

high intervention. The study was carried out using data collected from the ICT 1110 stakeholders 

which included lecturer, tutor and ICT 1110 first year students. Using a dataset of input features 

that include student interest, engagement, workload, minor, gender, tuition support and 

institutional aid, the study constructed a prediction model that was able to identify students who 

need high intervention with a reasonable degree of accuracy. The key observations from the 

experiments were that predictions for performance may be made with a reasonably good accuracy 

and that it is possible to determine a greatly reduced feature subset which can achieve predictions 

similar to using all the features. Overall, this study has shown that data collected from the 

stakeholders can be used to build data-driven intervention prediction models for academic 

performance. The aim of this model was to identify students who at risk of failing the ICT 1110 

course so that the course instructors and educators can ascertain and execute appropriate and 

effective correction mechanisms to help at risk students achieve good performance and learning 

outcomes. 
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10 APPENDICES 

APPENDIX 1: INTERVIEW QUESTIONS FOR THE LECTURER 

ICT 4014 PROJECT TEAM 1:  REQUIREMENTS ELICITATION 

INTERVIEW GUIDE FOR ICT 1110 LECTURER 

 

1. Introduction of the project team members and the project 

2. Briefing of the interview  

3. Welcoming the interviewee 

4. Outline of what is intended to be obtained from the interviewee 

5. Ethical and consent discussions 

6. Questions to ask: 

a. How many students do you lecture in this ICT 1110 cohort? 

b. In the lecture sessions, be it online or face to face interactions, how would you describe 

the class attendance?  

c. How active are your students when it comes to participation and giving back feedback 

when questions are asked in class? 

d. Relative to the lecture session you conduct and have conducted in ICT 1110, what could 

be some of the factors that influence the poor academic performance of the students? 

e. When you assign to them an assessment be it in the form of quizzes or tests, have you 

experienced instances where students fail to submit assessments? 

f. If your answer above was a yes, what have been the main reasons why? 

g. Have you been able to predict students who are at risk of failing? 

h. If your answer was yes, how have you been able to do this? 

i. How would a performance prediction model be of benefit to you? 

j. What type of input would you prefer to use to find out students who are at risk of failing? 

k. What way would you prefer to notify students who are at risk of failing so that appropriate 

correction mechanisms can be executed? 

7. Conclusion 
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APPENDIX 2: INTERVIEW QUESTIONS FOR THE TUTOR 

ICT 4014 PROJECT TEAM 1:  REQUIREMENTS ELICITATION 

INTERVIEW GUIDE FOR ICT 1110 TUTORS 

 

1. Introduction of the project team members and the project 

2. Briefing of the interview  

3. Welcoming the interviewee 

4. Outline of what is intended to be obtained from the interviewee 

5. Ethical and consent discussions 

6. Questions to ask: 

a. How many students do you tutor in this ICT 1110 cohort? 

b. Relative to the tutorial sessions you conduct in ICT 1110, what do you think could be the 

factors that influence poor performance outcomes?  

c. How would you describe the class attendance?  

d. How active are your students when it comes to participating in computer lab session 

activities? 

e. When you assign to them activities, have you experienced instances where students fail 

to attempt the activities? 

f. If your answer above was a yes, what have been the main reasons why? 

g. How would you describe the efficiency of the computer labs at UNZA? 

h. How would you describe the students’ familiarity with the computer software in the lab 

sessions? 

i. Have you been able to predict students who are at risk of failing? 

j. If your answer was yes, how have you been able to do this? 

k. How would a performance prediction model be of benefit to you? 

l. What type of input would you prefer to use to find out students who are at risk of 

failing? 

m. What way would you prefer to notify students who are at risk of failing so that 

appropriate correction mechanisms can be executed? 

7. Conclusion 
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APPENDIX 3: QUESTIONNAIRE FOR THE STUDENTS 

 

QUESTIONNAIRE 

University of Zambia 

School of Education 

Department of Library and Information Science 

 

Questionnaire: Performance predictor 

 

Dear respondent, 

We are fourth year students in the Department of Library and Information Science and we are developing 

a software which will be able to predict students who are at risk of failing ICT 1110. You have been 

conveniently selected to participate in this study and please take time to go through it before responding 

to the question on this questionnaire, and be assured that any information given to us will be treated with 

confidentiality and your response will be used specifically for academic purposes.  

 

If you have any queries regarding this questionnaire, please contact 

Cell No.: 0979025025 

Your cooperation will be greatly appreciated. 

 

Yours faithfully, 

Project Manager: 

Mutune Chaibela 

 

Instructions 

● Please give your answer either by ticking in the box or by writing on the blank space where 

applicable. 

● Please note that try as much as possible to make your answers accurate and specific, as they will 

make our research easy. 
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1. What is your gender? 

Male [  ] 

Female [  ] 

2. Does your interest in ICT 1110 play a major role in relation to your performance? 

Strongly agree [  ] 

Agree [  ] 

Neutral [  ] 

Disagree [  ] 

Strongly disagree [  ] 

 

3. Does the mode of teaching in ICT 1110 contribute to your academic performance? 

Strongly agree [  ] 

Agree [  ] 

Neutral [  ] 

Disagree [  ] 

Strongly disagree [  ] 

 

4. Do you think student’s prior knowledge in computer studies does have an impact on their performances 

in ICT 1110? 

Strongly agree [  ] 

Agree [  ] 

Neutral [  ] 

Disagree [  ] 

Strongly disagree [  ] 

 

5. Do you own a computer? 

Yes [  ] 

No [  ] 
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6. Does lack of owning a computer affect student performance in ICT 1110? 

Strongly agree [  ] 

Agree [  ] 

Neutral [  ] 

Disagree [  ] 

Strongly disagree [  ] 

 

 

7. How often do you attend lectures and tutorials? 

Very frequently [  ] 

Frequently [  ] 

Occasionally [  ] 

Very rarely [  ] 

Never  [  ] 

 

 

 

8. How often do you study ICT 1110? 

Very frequently [  ] 

Frequently [  ] 

Occasionally [  ] 

Very rarely [  ] 

Never [  ] 

 

 

 

 

9. Do you think lack of motivation in ICT 1110 does play a role in relation to their performances? 

Strongly agree [   ] 

Agree [  ] 
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Neutral [   ] 

Disagree [  ] 

Strongly disagree [  ] 

 

10. Does lack of computational equipment and resources affect your academic performance? 

Strongly agree [  ] 

Agree [  ] 

Neutral [  ] 

Disagree [  ] 

Strongly disagree [  ] 

 

11. Does lack of time management affect your performance in ICT 1110? 

Strongly agree [  ] 

Agree [  ] 

Neutral [  ] 

Disagree [  ] 

Strongly disagree [  ] 

 

12. Does the assessment structure in ICT 1110 affect your academic performance? 

Strongly agree [  ] 

Agree [  ] 

Neutral [  ] 

Disagree [  ] 

Strongly disagree [  ] 

 

13. Does having a lot of courses (minor) affect your academic performance in ICT 1110? 

Strongly agree [  ] 

Agree [  ] 

Neutral [  ] 

Disagree [  ] 
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Strongly disagree [  ] 

 

14. Does lack of orientations in ICT 1110 course affect your academic performance? 

Strongly agree [  ] 

Agree [  ] 

Neutral [  ] 

Disagree [  ] 

Strongly disagree [  ] 

 

Thank you for participating in our survey 

 

 

 


